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Abstract—Providing integrity, efficiency, and performance guarantees is a key challenge in the development of next-generation cyberphysical systems. Rather than mandating complete system verification, the Simplex Architecture provides robust designs by incorporating a supervisory controller that takes corrective action only when the system is in danger of violating a desired invariant property such as safety. The central issue in applying this approach is designing the switching logic for the supervisory controller such that it guarantees safety and at the same time is not overly conservative. Previous research in the area relied on finding Lyapunov functions for the underlying continuous dynamical system. In contrast, in this paper, we present an automatic method for solving this design problem through discrete abstractions of the underlying hybrid system and model checking. We present a case study where, in collaboration with John Deere, we use the developed approach to create the Simplex decision module for an off-road vehicle, which is formally verified as both correct and timely.

I. INTRODUCTION

In military and aviation applications, robustness and reliability are achieved through sufficient redundancy and rigorous development and certification processes such as the DO-178B [1]. Such means and methodologies, however, are untenable for several other industries including automotive, agriculture, and off-road vehicles, because of a product cost difference of three orders of magnitude. Consider, for instance, the agricultural vehicle industry. A modern tractor has sophisticated computer control algorithms implemented on upwards of 25 microprocessor-based controllers, providing features ranging from automatic climate control to automatic guidance. As the labor market shrinks, it is expected that vehicles of the future will provide more automation and high-level coordination capabilities. Automation, however, must be reliable and ideally verified, but the high cost of complete system verification can be prohibitive.

In order to address the issue of verification, while simultaneously taking into account cost and practicality, we promote the use of the Simplex Architecture [2]. The Simplex Architecture uses simplicity to control complexity, where a simple safety controller is combined with the existing high-level complex controller. Under normal operation, the decision module uses the complex controller, and only switches to the conservative safety controller when monitored properties are in danger of becoming violated. The safety controller will then drive the system to a safer state, where the complex controller can again regain control. The key challenge of such an architecture, however, is correctly developing the decision module to switch controllers so that the properties of concern can never become violated. By leveraging on hybrid systems modeling and analysis techniques, we confront this main challenge of Simplex in this paper.

Previous Simplex work has proposed two approaches for correct system construction, a control-theoretic approach for verification of continuous systems [2], and a best-effort development strategy where traditional software engineering techniques and thorough testing are used to create the decision module’s switching logic [3]. The first can not be applied for systems with discrete state, or systems with mixed discrete and continuous dynamics (hybrid systems). The second can not be used to formally prove properties about the resultant systems. In this paper, we present a technique which is applicable to a larger class of systems including a restricted class of hybrid systems, while still permitting formal system verification. We show that the technique is useful through a case study we performed with John Deere regarding autonomous off-road vehicle verification.

The main contributions of this paper are:

- An algorithmic construction of abstract finite discrete transition systems from a restricted class of hybrid systems which simulate the original hybrid system, and can therefore be used for property verification;
- The use of the constructed discrete transition system to determine the correct switching point for the Simplex decision module, as well as the verification of the combined system;
- A case study which applies the verification technique to prevent rollover for an autonomous off-road vehicle system. The output of the case study is verified correct and timely VHDL implementation of the Simplex decision module.

This paper is organized as follows. First, in Section II, we review the Simplex architecture, and discuss previous verification methods. In Section III, we outline hybrid systems, discrete transition systems, and formally specify Simplex as a hybrid automaton. Then, we discuss our hybrid system restrictions, and the construction of the corresponding discrete

1 Another progress guarantee is also necessary, where we have to guarantee that the complex controller will always eventually be allowed to regain control of the system. We do not focus on formally proving such progress properties in this paper.
transition system in Section IV. Next, in Section V, we present an off-road vehicle case study which demonstrates using a model checker and an automatically constructed abstract discrete transition system to verifiably create the Simplex decision module. We finish with related research in Section VI, and conclusions in Section VII.

II. THE SIMPLEX ARCHITECTURE

The Simplex Architecture incorporates supervisory control and switching logic on top of an unverified controller, for the purpose of improving system robustness. We first present an overview of the architecture’s main components in Section II-A, and then discuss correctness and verification in Section II-B.

A. Simplex Overview

A Simplex system consists of three main components. Under normal operating conditions, the unverified complex controller actuates the system. If the system state becomes in danger of property violation, the safety controller takes over. After some time, the safety controller should drive the system to a state that can tolerate aggressive action without danger of property violation, and the complex controller is allowed to resume control. The switching between the controllers is performed by a decision module.

The Simplex architecture has previously been applied to improve the safety of a fleet of remote-controlled cars [4], a pacemaker[5], and a set of advanced aircraft maneuvers [6]. The advantage of such a design is in the potential for simpler verification. By verifying the safety controller and decision module, properties about the composite system can be proven. Thus, we avoid having to perform verification on the complex controller directly, which, in some instances, can significantly reduce verification effort. Creating the safety controller is usually less intensive than creating the complex controller, as only safety-critical considerations need to be taken into account, whereas the complex controller must also meet mission-critical requirements.

Simplex, however, should not be regarded as a one-size-fits-all robustness solution, as it only addresses logical program errors[2], and, it is only applicable to some systems. Particularly, the system must be adequately modeled, properties of interest must be defined, a simpler-to-verify safety controller must be created, and the associated decision module must be verified. Here, we focus on the last of these requirements, constructing a verified decision module. That is, we assume we are provided with a system model, specific properties to verify, and a safety controller. We now discuss existing approaches for producing a correct Simplex decision module.

B. Decision Module Correctness

From the design of Simplex, it is clear that a correct decision module is essential. Some systems can not modeled easily with differential equations or have safety controllers that are too complex to permit proofs for useful properties [3]. In these instances, best practices from software engineering may be used to develop the decision module. In this paper, however, we aim to provide formal guarantees.

For verifying a decision module in a system with continuous dynamics, a Lyapunov function’s stability region can be used drive the decision module [2]. A Lyapunov function for a controller for a particular plant defines an n-dimensional ellipsoid within an n-dimensional state space where, if the current system state is within the ellipsoid and the controller is used, the system will converge to a setpoint. If a Lyapunov function exists for the safety controller where the stability region is defined within the operational constraints without containing property violation states, and we know the maximum gradient over time for any controller within the Lyapunov stability region, we can formally derive the decision module switching rule. If our current system state is at least the maximum gradient times the control iteration time away from the Lyapunov stability region boundary, the complex controller can be used. In the worst case, the state space will proceed at the maximum gradient towards the Lyapunov stability region boundary, but will not cross it before the next control iteration. We can then switch to the safety controller which is guaranteed to converge to the setpoint without leaving the Lyapunov stability region. In this way, the property violation region is never entered. The situation is shown in a two-dimensional state space in Figure 1. In practice, a margin larger than the maximum gradient times the control iteration time is often used to account for modeling errors and provide additional safety. After the safety controller returns the state to within the complex controller region, the complex controller can resume driving the plant.

Fig. 1. In a continuous two-dimensional state space, a Lyapunov function of the safety controller can be used to guarantee safety. The distance d is at least the maximum gradient of the state space within the stability region times the control iteration time. If the state is within the grey region, the complex controller can be used. Otherwise, the safety controller is used.

Typically, however, a smaller region is used when switching back to the complex controller, creating a hysteresis which prevents frequent controller switching. The drawback of this approach is that, even within strictly continuous systems, there is no general technique to determine a Lyapunov function for a particular controller and plant.

Another approach for verifiable correctness was taken in our own previous work [5], where Simplex was applied to a purely discrete system, a pacemaker model. Here, the entire plant model and safety controller were expressed with a discrete transition system and input into a model checker. The model
A trajectory of the values of the variables over an interval of time. Formally, for a set of variables $\tau$ is a non-deterministic state machine whose variables model physical quantities such as time, position, and velocity. For a subset $S \subseteq \mathbb{R}^n$, we denote by $S_i$ the projection of $S$ on the $i$th coordinate, $0 \leq i \leq n$.

A. Hybrid Automata and Discrete Abstractions

Discrete abstractions for cyber-physical systems are mathematically modeled as automata or labeled transition systems.

Definition 1. A labeled transition system (LTS) $A = (Y, \Theta, A, D)$ where

(a) $Y$ is a set of variables; elements of $\text{val}(Y)$ are called states,
(b) $\Theta \subseteq \text{val}(Y)$ is a set of initial states,
(c) $A$ is a set of actions, and
(d) $D \subseteq \text{val}(Y) \times A \times \text{val}(Y)$ is a set of transitions. For an element $(y, a, y') \in D$, we write $y \xrightarrow{a} y'$.

An execution of $D$ is an (possibly infinite) alternating sequence $y_0a_1y_1a_2\ldots$, where $y_0 \in \Theta$, and for each $i$, $y_i \xrightarrow{a_i} y_{i+1}$. The set of executions and reachable states of $A$ are denoted by $\text{Execs}_A$ and $\text{Reach}_A$. Given a set of states $S \subseteq \text{val}(Y)$, the set $\text{Prev}_A(S)$ is defined as the set of states from which some state in $S$ can be reached in a single transition of $A$, that is, $\{y \in \text{val}(Y) \mid \exists y' \in S, a \in A, y \xrightarrow{a} y'\}$. $\text{BackReach}_A(S)$ is the least fixpoint of the $\text{Prev}_A(\cdot)$ starting from $S$.

In this paper, we work with input/output-free hybrid automaton models for cyber-physical systems. A Hybrid Automaton (HA) is a non-deterministic state machine whose variables may change (a) instantaneously through transitions, or (b) continuously over an interval of time following a trajectory. A trajectory for a set of variables $V$ models continuous evolution of the values of the variables over an interval of time. Formally, a trajectory $\tau$ is a map from a left-closed interval of $\mathbb{R}_{\geq 0}$ with left endpoint 0 to $\text{val}(V)$. The first state of $\tau$, $\tau.\text{fstate}$, is $\tau(0)$. A trajectory $\tau$ is closed if the domain of $\tau$ is $[0, t]$ for some $t \in \mathbb{R}_{\geq 0}$, and we define the last state in $\tau$, $\tau.\text{fstate}$, as $\tau.\text{lstate}$.

Definition 2. A Hybrid Automaton (HA) $A$ is a tuple $(V, \Theta, A, D, T)$ where

(a) $V$ is a set of variables; the elements of $\text{val}(V)$ are called states,
(b) $\Theta \subseteq \text{val}(X)$ is the set of start states,
(c) $A$ is a set of actions,
(d) $D \subseteq \text{val}(V) \times A \times \text{val}(V)$ is a set of transitions. A transition $\langle v, a, v' \rangle \in D$ is written in short as $v \xrightarrow{a} v'$ or as $v \xrightarrow{a} v'$ when $a$ is clear from the context.
(e) $T$ is the set of trajectories for $V$ that is closed under prefix, suffix, and concatenation [8]. In addition, $A$ is non-blocking, that is, at any state $v \in \text{val}(V)$, either an action can occur or time can elapse.

An execution fragment of $A$ is a finite or infinite sequence $\tau_0 a_1 \tau_1 a_2 \ldots$, such that for all $i$ in the sequence, $\tau_i.\text{lstate} a_{i+1} \tau_{i+1}.\text{fstate}$. An execution fragment is an execution if $\tau_0.\text{fstate} \in \Theta$. The first state of $\alpha, \alpha.\text{fstate}$, is $\tau_0.\text{fstate}$, and for a closed $\alpha$, its last state, $\alpha.\text{lstate}$, is the last state of its last trajectory. The set of executions and reachable states of $A$ are denoted by $\text{Execs}_A$ and $\text{Reach}_A$.

Definition 3. Given a hybrid automaton $A = (V, \Theta, A, D, T)$, a set of variables $Y$, and a mapping $f : \text{val}(V) \rightarrow \text{val}(Y)$, a discrete abstraction of $A$ is a labeled transition system $B = (Y, \Theta', A \cup \{\text{Time}\}, D')$, where

(a) $y \in \Theta'$ iff $\exists v \in \Theta, f(v) = y$,
(b) $(y, a, y') \in D'$ iff

(i) transition $a \in A$ and $\exists (v, a, v') \in D$ such that $f(v) = y$ and $f(v') = y'$,
(ii) trajectory $a = \text{Time}$ and $\exists \tau \in T$, such that $\tau$ is closed and $f(\tau.\text{fstate}) = y$ and $f(\tau.\text{lstate}) = y'$.

In other words, $B$ is a time abstract transition system that simulates $A$: every discrete transition $v \xrightarrow{a} v'$ of $A$ is simulated by a discrete transition $f(v) \xrightarrow{a} B f(v')$ of $B$, and every closed trajectory $\tau$ of $A$ is simulated by $f(\tau.\text{fstate}) \xrightarrow{\text{Time}} B f(\tau.\text{lstate})$ of $B$.

B. Hybrid Model of Simplex

In constructing hybrid automata models for Simplex-based embedded control systems, we consider automata in which an opportunity for high-level control mode switches arise once every $\Delta$ unit of time. Such hybrid automata often arise in modeling periodically scheduled real-time and embedded systems [9]. In this section, we define a class of hybrid automaton with a mode variable, which is suitable for capturing Simplex-based control systems. The possible values of mode correspond to the active controller, either the safety controller or the complex controller.

Automaton Simplex, shown in Figure 2, captures an abstract $n$-dimensional Simplex-based control system. The Simplex specification is parameterized by a positive constant $\Delta$. The three variables are (a) continuous state variables $X = \{x_1, \ldots, x_n\}$ each of type $\mathbb{R}$, (b) discrete state variable $\text{mode}$ which can take two values, namely $\{\text{safety}, \text{complex}\}$, initialized to safety, and (c) clock variable $c$, initialized to 0. We denote the vector of $n$ continuous variables as a single $x$. We say that the system is in the safety (complex) mode
Variables evolve according to the differential equations the system is in the safety (complex) mode, the continuous change. The value of mode may not change the value of \( x \) in the pre-state. As a result, the corresponding discrete transition Simplex may or not change the value of mode; the value of \( x \) does not change. The value of mode changes from safety to complex if, at the pre-state of the transition, the valuation of \( x \) is in \( G_s \). Similarly, mode changes from complex to safety if \( x \) is in \( G_s \) in the pre-state.

Thus, given the dynamics of the system (\( F_s \) and \( F_c \)) under the safe and the complex controllers, and a safety property specified by an unsafe set \( U \), the task of designing the decision module for a Simplex-based control system boils down to finding \( G_s \) and \( G_c \) such that (a) \( \{ \text{safety} \} \) Reach_{\text{Simplex}} \cap U = \emptyset \), and (b) \( \{ \text{utility} \} \) as time goes to infinity, the duration of time for which mode = complex also goes to infinity. As mentioned before, in this paper we only focus on formally proving the safety property.

For the simplicity of exposition, we have described Simplex with two modes each of which has continuous dynamics described by differential equations. The design methodology described in the next section, however, generalizes to systems where the safety and the complex mode dynamics are described their own hybrid automaton, with several (sub-)modes with uncontrolled\(^3\) discrete switches.

### IV. Quantization-based Discrete Abstractions

In this section, after discussing the restrictions we place on the hybrid automata associated with each mode (Section IV-A), we use a quantization-based abstraction function (Section IV-B) to algorithmically construct discrete abstractions of the individual modes of a Simplex hybrid automata (Section IV-C), which are then used to verifiably determine the mode guards, \( G_c \) and \( G_s \) of the original Simplex system (Section IV-D).

Recall, the set of variables for Simplex are \( V = \{ x, \text{mode}, c \} \), where \( x \) is a continuous variable of type \( \mathbb{R}^n \), mode is a \{safety, complex\}-valued discrete variable, and \( c \) is a real-valued clock. We define Simplex\text{\text{\textsuperscript{safety}}} and Simplex\text{\text{\textsuperscript{complex}}} to be the hybrid automata corresponding to the safety and complex modes of Simplex. That is, Simplex\text{\text{\textsuperscript{safety}}} and Simplex\text{\text{\textsuperscript{complex}}} are each a hybrid automaton with variables \( \{ x_1, \ldots, x_n, c \} \). For a state \( x \in \text{val}(\{ x_1, \ldots, x_n, c \}) \), we refer to the values of the \( n \) continuous components by \( x, x_1, \ldots, x_n \), or aggregately as \( x, c \), and the value of the clock as \( x, c \).

The unsafe states for the system are specified by a predicate \( U_x \) on the continuous state space, \( \mathbb{R}^n \), and thus, the overall unsafe set is \( U = U_x \times \mathbb{R}_{\geq 0} \).

We construct the discrete abstractions AbsSimplex\text{\text{\textsuperscript{safety}}} and AbsSimplex\text{\text{\textsuperscript{complex}}} of the given concrete Simplex\text{\text{\textsuperscript{safety}}} and Simplex\text{\text{\textsuperscript{complex}}} automata by quantizing the continuous state space. The construction technique for the AbsSimplex\text{\text{\textsuperscript{safety}}} and AbsSimplex\text{\text{\textsuperscript{complex}}} abstract discrete transition systems is analogous. Therefore, we now only refer to the construction of a Simplex\text{\text{\textsuperscript{mode}}} discrete transition system which abstracts a Simplex\text{\text{\textsuperscript{mode}}} automaton, and assume the corresponding differential equations, referred to simply as \( F \), are being used for the mode under consideration.

#### A. Dynamics Restrictions

First, we place three restrictions on the mode’s differential equations, \( F \), which, in turn, restrict the underlying dynamics. Systems with dynamics that do not meet these restrictions are not applicable with our approach (we do not claim to be able to provide a discrete abstraction for every possible hybrid automaton). Later, in our case study in Section V, we show that these restrictions are not overbearing by applying the developed technique towards rollover prevention of autonomous off-road vehicles.

We first list the three restrictions on the differential equations, \( F \), and then describe each one in more detail.

**R1** For each continuous variable \( x_i \), there exist upper and lower bounds \( x_{iu} \) and \( x_{il} \), such that for all reachable states \( v \) of Simplex\text{\text{\textsuperscript{mode}}} \( v, x_i \in [x_{il}, x_{iu}] \).

**R2** For any continuous variable \( x_i \), the right hand side of the (possibly nondeterministic) differential equation for \( x_i \) is expressible as a (possibly nondeterministic) function \( f_i(v, x) \). We assume that, for any product of half-open intervals \( S \subseteq \mathbb{R}^n \), there exist computable bounds, \( l_S, u_S \in \mathbb{R} \), on the derivatives such that, for all \( v, x \in S, f_i(v, x) \in [l_S, u_S] \).

**R3** The dependency graph of the continuous variables induced by the differential equations \( \dot{x} = F(x) \) is acyclic, save for self-dependencies.

Many physical variables such as velocity, acceleration and temperature, can be associated with upper and lower bound values in the context of a given system. Such bounds can be used in place of \( x_{il} \) and \( x_{iu} \) in Restriction R1. This implies that our restricted class of Simplex\text{\text{\textsuperscript{mode}}} models cannot capture, for example, an unbounded position of a particle on the real line. This requirement is necessary for the constructed abstract discrete transition system to be of finite size, and therefore
directly usable by a model checker to determine the Simplex guards.

The second restriction, R2, requires that, for every trajectory \( \tau \) in \( \text{Simplex}_{\text{mode}} \) that is within an arbitrary product of half-open intervals \( S \subseteq \mathbb{R}^n \), it is feasible to determine bounds on the minimum and maximum rate of change (differentiable inclusions) of any continuous variable along \( \tau \). The simplest example of this is if the minimum and maximum possible rates of change of a variable remain constant with respect to time over all \( \tau \). For example, the rate of change of the angular velocity of a wheel is always bounded by the minimum and maximum angular acceleration that can be produced by the associated motor over all operating conditions (assuming there are no brakes). Such derivative bounds can also be derived for variables which change based on their own values, or the values of other variables. This would be the case if, for example, the rate of change of the angular velocity of a wheel was modeled as depending on the current angular velocity of the wheel. As we approach motor saturation (a high angular velocity), we can no longer increase the angular velocity as rapidly as we could when at rest. An example of a dependency on another variable would be if the rate of change of the angular velocity was modeled based on the pitch angle of the road on which we were driving. Symbolically, suppose \( x_1 \) evolves according to \( \dot{x}_1 = f_1(x_1, x_2) \). Given a closed interval \( I_1 \) of values of \( x_1 \) and a closed interval \( I_2 \) for values of \( x_2 \), R2 requires that we can compute \( u, l \) such that for all states \( v \) where \( v.x_1 \in I_1 \) and \( v.x_2 \in I_2 \), \( f_1(v.x_1, v.x_2) \in [l, u] \). This restriction is necessary to be able to apply our algorithm for constructing the transitions of the abstract discrete transition system.

Restriction R2 also limits the sorts of systems for which we can form discrete abstractions without introducing significant pessimism. Particularly, if we can determine the exact discrete state of the hybrid automaton \( \text{Simplex}_{\text{mode}} \) which the system is in from only the values of \( v.x \), finding such bounds does not add significant pessimism into the abstract system we are constructing (the bounds from the states corresponding to the product of half-open intervals under consideration can be determined directly). However, if the hybrid automaton \( \text{Simplex}_{\text{mode}} \) can be in multiple discrete states for a particular value of \( v.x \), the bounds must encompass bounds from all possible discrete states, which may introduce pessimism depending on the variation in the differential equations at the different states. The effect of this pessimism will be an abstract discrete transition system which may contain spurious transitions which do not reflect actual system dynamics. Since our guards will be determined based on the constructed discrete transition system, we may switch to the safety controller earlier than is necessary because of these spurious transitions.

Restriction R3 forbids certain types of feedback interconnections in the underlying system dynamics. Particularly, when the change for each variable \( x_i \) over the change in time is defined as \( \dot{x}_i = f_i(x_1^0, x_2^0, \ldots, \) \( x_i^0, x_{i+1}^0, \ldots, x_n^0) \), we obtain a derivative dependency graph. Restriction R3 forbids this dependency graph from having circular dependencies, except for self-dependencies. This means, for example, for two variables \( x_1 \) and \( x_2 \), dynamics like
\[
\begin{align*}
\dot{x}_1 &= f_1(x_2) = x_2 \\
\dot{x}_2 &= f_2(x_1) = -x_1
\end{align*}
\]
are not allowed, but dynamics like
\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, x_2) = x_1 + x_2 \\
\dot{x}_2 &= f_2(x_2) = -x_2
\end{align*}
\]
are permitted. This is necessary to be able to apply our algorithm for constructing the transitions of the abstract discrete transition system, as will be shown in the Section IV-C.

B. Abstraction Function

When defining our abstraction function, which takes a concrete state in \( \text{Simplex}_{\text{mode}} \) and maps it to an abstract state in \( \text{AbsSimplex}_{\text{mode}} \), we first fix a collection of quantization parameters \( q_1, \ldots, q_n \in \mathbb{R}_+ \)—one for each continuous variable. The choice of quantization parameters is a tunable trade off, where larger constants will lead to more pessimism in the associated discrete transition system (which means the decision module derived based on the discrete transition systems will be more pessimistic, possibly switching to the safety controller before it is absolutely necessary), and smaller constants lead to discrete transition systems with more discrete states (which increases the amount of time necessary for a model checker to iterate the system to determine the decision module’s switching guards, as will be discussed later in Section IV-D).

A \( \text{Simplex}_{\text{mode}} \) discrete transition system has set of variables \( Y = \{y_1, \ldots, y_n\} \), where each \( y_i \) is integer-valued. For \( y \in \text{val}(Y) \), we refer to values of the \( n \) components by \( y.y_1, \ldots, y.y_n \).

The quantization-based abstraction function, \( \text{QUANTIZE} : \mathbb{R}^n \rightarrow \text{val}(Y) \), is defined as: for any \( x \in \mathbb{R}^n \), \( \text{QUANTIZE}(x) = y \), where for each \( y_i \in Y, y.y_i = \lfloor x.y_i \rfloor \). Notice that the explicit notion of clock is dropped when performing the abstract mapping. Instead, each transition in \( \text{AbsSimplex}_{\text{mode}} \) corresponds to a series of trajectories and/or discrete transitions in the \( \text{Simplex}_{\text{mode}} \) automaton, with total duration \( \text{at most } \Delta \) (where \( \Delta \) is, again, the Simplex controller iteration time parameter). The abstraction function defines the states and transitions of \( \text{AbsSimplex}_{\text{mode}} \) according to Definition 3.

An algorithmic way to construct these transitions will be discussed in the next subsection. For convenience, we also define two related functions, \( \text{QUANTIZE-SET} \) and \( \text{QUANTIZE}^{-1} \). The function \( \text{QUANTIZE-SET} : \mathbb{R}^n \rightarrow 2^{\text{val}(Y)} \) is the extension of \( \text{QUANTIZE} \) to larger sets of \( \mathbb{R}^n \), while \( \text{QUANTIZE}^{-1} \) is the concretization map, \( \text{QUANTIZE}^{-1} : \text{val}(Y) \rightarrow 2^{\mathbb{R}^n} \), which is the inverse of \( \text{QUANTIZE} \). The concretization of an abstract state gives us the corresponding product of half-open intervals in the continuous space, specifically,
\[
\text{QUANTIZE}^{-1}(y) = \prod_{i=1}^n [q_i \cdot y.y_i, q_i \cdot (1 + y.y_i)].
\]
C. Algorithm for Constructing Discrete Transitions

Assumption R1 implies that for each continuous variable \( x_i \), we can restrict the type of \( x_i \) to the closed interval \([x_{il}, x_{iu}]\) of \( \mathbb{R} \) without altering the behavior of the Simplex\(_{mode}\) automaton model. Since each quantization parameter \( q_i \) for the corresponding variable \( x_i \) is strictly positive, it follows that the type (set of all possible values) of the abstract variable \( y_i \) is the finite set \( \{ \frac{x_{il}}{q_i}, \ldots, \frac{x_{iu}}{q_i} \} \).

Since there are a finite number of abstract discrete states for each variable, and there are a finite number of variables, there are a finite number of abstract discrete states in the aggregate system consisting of all the variables. Therefore, we construct the possible transitions of the abstract system by considering one abstract state \( y \), and repeat the procedure over the finite number of abstract system states.

Requirement R3 rules out circular dependencies (except self-dependencies) in defining the derivatives of continuous variables within a trajectory. Therefore, ignoring self-dependencies, we can form a directed acyclic graph (DAG) of these dependencies and perform a topological sort. For the rest of the algorithm, we assume the variables, \( x_1, x_2, \ldots, x_n \), are ordered according to this topological sort.

We now determine abstract transitions which correspond to trajectories of Simplex\(_{mode}\) from a particular abstract state \( y \). We first determine the reachable abstract values for the \( y_1 \) variable, then the reachable abstract values for the \( y_2 \) variable, and so on. After this, we combine the cross product of the reachable values of all the variables to construct the possible transitions from state \( y \). The new goal, then, is determining the reachable abstract values for each variable from state \( y \).

Initially, we consider, \( x_1 \), which is has no non-self incoming edges in the derivative dependency DAG (since the variables are ordered according to the DAG's topological sort). Since \( x_1 \) has no non-self incoming edges, the bound function for its derivative, \( \dot{x}_1 \), is defined as either a constant, or a function of \( x_1 \). In both cases, by requirement R2, it is feasible to determine bounds on the minimum and maximum rate of change of \( x_1 \), the continuous variable, by considering a half-open interval corresponding to the current possible concrete states. This interval can be obtained by considering the dimension corresponding to \( y_1 \) of the current possible concrete states, \( \text{QUANTIZE}^{-1}(y)_1 \).

However, since the bounds on \( x_1 \) are only valid within the interval, the bounds may change if the variable enters another interval before \( \Delta \) time passes (recall that we are trying the determine the reachable values of the variable in up to \( \Delta \) time). Consider the situation shown in Figure 3. Here, an initial state corresponding to the grey interval is evaluated for reachability. If we were to only consider the derivative bounds at the current interval, \( \dot{x} = [-0.5, 0.5] \), we would not consider the state corresponding to the interval \([3, 4]\) as reachable in one time step, whereas in actuality if the value of the variable enters the state corresponding to the interval \([2, 3]\), our maximum derivative increases and we may, in fact, reach the interval \([2, 3]\).

In general, to determine the minimum-valued abstract state we can reach in up to \( \Delta \) time, we start at the lower bound of the current state’s interval and iterate the discrete states using the minimum derivative until we exhaust \( \Delta \) time (or the minimum derivative becomes nonnegative), using new minimum derivatives as we enter new intervals. To determine the maximum state we can reach after up to \( \Delta \) time, we start at the upper bound of the current state’s interval and iterate the discrete states using the maximum derivative until we exhaust \( \Delta \) time (or the maximum derivative becomes nonpositive), again, using new maximum derivatives as we enter new intervals. The reachable values of the variable under consideration in up to \( \Delta \) time, then, are bounded between the two resultant states. We therefore have determined the reachable values for this variable in up to \( \Delta \) time. After determining the reachable values for the first variable in the topological sorted order, we update the product of half-open intervals for computing derivative bounds to reflect the values of \( x_1 \) reachable in up to \( \Delta \) time. Thus, when computing the derivative bounds of any variables whose derivatives depend on the value of \( x_1 \), all values of \( x_1 \) reachable in up to \( \Delta \) time will be considered. The algorithm then continues iterating each variable in the topologically sorted order. Thus, for evaluating the reachable values for an arbitrary variable \( y_j \), we will always have the intervals of reachable values in up to \( \Delta \) time for every dependent variable, except possibly \( y_j \). We can then determine the reachable values of variable \( y_j \) by using the iterative procedure outlined above, starting with the variable interval corresponding to \( y_j \), \( \text{QUANTIZE}^{-1}(y)_j \).

After we determine the abstract states reachable for each variable starting from \( y \), the cross product of the reachable values for each variable encodes the possible discrete transitions corresponding to all possible continuous evolution of the variables in up to \( \Delta \) time. If we repeat this procedure for every discrete state in the system, we will get a complete discrete transition system, AbsSimplex\(_{mode}\), which is an abstraction of the continuous automaton, Simplex\(_{mode}\).

The complete algorithm is outlined below. The algorithm uses the MinReach function (and MaxReach, which is similar) which is also defined. Here, \( D \) refers to the set of discrete transitions. Prior to the start of the algorithm, the variables are ordered according to the topological sort of the graph formed by their differential equation dependencies, ignoring self-dependencies.
We now describe a case study which aims to formally provide property guarantees for autonomous off-road vehicles. Although we simultaneously investigated several integrity and performance properties [10], here we discuss only off-road vehicle rollover prevention. After a brief problem description in Section V-A, we describe the discrete model generation in Section V-B, which is based on the theory developed earlier in Section IV-C. Then, we use a model checker to determine the Simplex automaton guards, as well as verify the correctness of the aggregate system. Finally, we discuss creating a verified and precisely-timed implementation of the decision module based on these guards in Section V-C.

Throughout the case study, we work with the Maude [11] model checker. Maude is a high-performance rewriting framework which uses rewrite equations and rewrite rules to codify models, both of which can be specified conditionally. While rewrite equations perform serial and deterministic computations, rewrite rules can be used to encode parallelism and nondeterminism. Since our system derivatives are bounded by closed intervals, nondeterministic rewrite rules are used to discretely encode the nondeterministic system dynamics. The Maude engine can then exhaustively model check and verify properties about all possible executions of the system.

A. Rollover Description

Although there is no operator inside to injure, autonomous vehicle rollovers may cause damage to vehicles and damage to property. The high-level system may be designed to avoid high-risk situations such as high-sloping terrain, sharp turning, and high speeds, but since automatic controllers on off-road vehicles run sophisticated algorithms, integrating proprietary with commercially-available software, often using COTS hardware, formally verifying rollover avoidance is difficult. A Simplex implementation for rollover prevention is therefore a simpler system to validate.

We must describe the rollover property formally in order to verify that a model of an autonomous off-road vehicle never experiences rollover. We pessimistically state that the rollover property is violated whenever one of the wheels of the vehicle lifts off the ground, which is never part of normal off-road vehicle operation. The relevant physical constants and variables are shown in Figure 4. The equation to determine if the rollover property is violated is:

\[ g < \frac{v^2 \cdot \sin(\beta)}{WB} \cdot \frac{\sin \left( \tan^{-1} \left( \frac{2H}{TR} \right) \right)}{\cos \left( \tan^{-1} \left( \frac{2H}{TR} \right) + \alpha \right)} \]

where:
- \( g \): gravitational acceleration
- \( WB \): vehicle wheel base
- \( 2H \): twice the vehicle’s height of center of gravity
- \( TR \): vehicle track width
- \( v \): vehicle velocity
- \( \beta \): vehicle steering angle
- \( \alpha \): slope terrain angle

In other words, we consider all the set \( B \) of states that are backwards reachable from \( U \) using the discretized safety controller. Then we consider the set \( C \) of states that can reach \( B \) using a single step of the complex controller and set \( G_c \) as the set of concrete states corresponding to \( C \). At a high level, states in \( G_c \) are ones where, if we use the complex controller for one control iteration and then switch to the safety controller, the system state may still eventually enter the unsafe region. Therefore, during execution, if the current state is in \( G_c \), we must use the safety controller immediately. By starting in an initial state that is not in \( G_c \) and following this strategy, the system model will never enter an unsafe state.

In the next section, we illustrate using a model checker to perform this procedure within an case study.
There is also a symmetric rollover case where $\alpha < 0$ and $\beta < 0$. Additionally, from this equation we can infer the behavior of the safety controller. To avoid rollover, the safety controller should reduce the steering angle $\beta$, and reduce the velocity $v$, which matches our intuition about rollover.

### B. Discrete Model Generation

Once we know relevant variables for the property we are interested in verifying, we need to construct the hybrid model of the tractor system. The variables relevant to rollover are the angle of the terrain $\alpha$, the steering angle $\beta$, and the velocity of the tractor $v$. Within our case study, we constructed a parameterized model generator, which takes as input about 30 parameters about the off-road vehicle system (such as the absolute maximum and minimum velocity, the discretization quantum for each variable, the rates of change of the steering angle $\dot{\beta}$, and the velocity $\dot{v}$, which depend only on their own values, and $\dot{v}$ has different differential equation ranges depending on the direction of travel, as shown in Figure 5. As previously discussed in Section IV-A dealing with restriction R2, such an automaton for our velocity dynamics can be naturally modeled with our approach by a discrete abstraction, and does not introduce excessive pessimism because of the bounds computation. For each specific value of $v$, there is exactly one corresponding discrete state in the hybrid automaton dynamics description.

Our model generator runs the algorithm described in Section IV-C and outputs Maude modules encoding a discrete transition system for $\text{AbsSimplex}_{\text{complex}}$, which simulates the possible dynamics for the off-road vehicle system when the complex controller is used.

Within a single execution of the Maude model of the complex controller, a nondeterministic execution takes place since, at every point in time, there are many rewrite rules which can be applied to the system. This is expected, since we do not know which possible action the complex controller will take and there are always several options. More importantly, when the Maude engine performs model checking on the system, it iterates all possible rewrite rules exhaustively, allowing us to verify properties for all possible behaviors of the complex controller. For the safety controller, where the vehicle slows down and reduces the steering angle, the model generator creates rewrite equations describing the maximum rate at which we can slow down and the maximum rate at which we can straighten the wheels, based on the input parameters. The safety controller’s dynamics, and the corresponding discrete transition system $\text{AbsSimplex}_{\text{safety}}$, then, are described by transitions where the slope angle, $\alpha$, is allowed to change nondeterministically, but the velocity, $v$, reduces at the maximum allowed rate and the steering angle, $\beta$, decreases at the maximum allowed rate.

### C. Guards from the Model Checker

After we have Maude models corresponding to $\text{AbsSimplex}_{\text{complex}}$ and $\text{AbsSimplex}_{\text{safety}}$, we can use the model checker to determine the guards for our system. We primarily focus on determining the guard $G_c$ from Figure 2, which is the set of states where we should switch from the complex controller to the safety controller. The guard for the reverse transition, from the safety controller to the complex controller, can use $G_s = G_c$, or, more likely, $G_s \subset G_c$, if a hysteresis is desired to prevent frequent controller switching.

To determine this guard set, we use the discrete transition systems for each mode and the model checker to perform state-space searches. We can use the technique from Section IV-D and have the model checker output the states in $G_c$.

The behavior of the decision module, then, is to take the quantized current state of the system, and check if it belongs to the state set output by the model checker. If it does, the safety controller must be used. If it does not, the complex controller can actuate the system. The last step is to encode the state set $G_c$ output by the model checker into a form that can be checked online, while the system is running.

### D. Verifiable Implementation

To provide a verifiable implementation, we manually constructed linear bounds which captured all the states in $G_c$. After we have determined the bounds on the states where the safety controller should be used, we create the implementation of the decision module. To aid in this step, we have created formal semantics for a subset of VHDRL (a hardware description language) within Maude [12], particularly enough of the language to be able to perform bounds checking.
The first step is to create the decision logic implementation in the VHDL semantics syntax within Maude. This code is executable within the Maude model checker (because the formal semantics are defined within Maude), but has a direct correspondence with a VHDL module. Using the Maude-based implementation along with the semantics, we can perform a state-space search on the composite system which will now include the discrete mode transitions determined by the guards, verifying that if we use the bounds as the switching strategy, the system will never enter a rollover state.

The second step, is to take the Maude-based implementation and translate it a VHDL module. This is a straightforward step since there is a direct correspondence between the Maude-based VHDL code and regular VHDL code. We have created a program which does this translation automatically. The output of the program, then, is a VHDL module which captures the behavior of the decision module which was formally checked by Maude to result in a system where rollover does not occur. The VHDL code can then be put through a hardware synthesis tool and executed on a Field Programmable Gate Array (FPGA), or turned into an Application-Specific Integrated Circuit (ASIC).

The advantage of using VHDL as a target language is twofold. First, from a real-time perspective, hardware logic is extremely predictable. Our VHDL Maude semantics include a cycle counter which can be used in conjunction with the model checker to determine an upper bound on the number of clock cycles used to perform the decision module logic (by performing a search for a state where the cycle counter is greater than some value and seeing no matching reachable states). The number of cycles, when combined with a clock frequency, gives us a worst-case execution time. The hardware synthesis tools then check that timing constraints of the VHDL module are met (that the hardware logic can actually execute at the desired clock frequency). The second advantage of targeting VHDL is that performing Simplex at a lower level (in dedicated hardware) has previously been shown to be able to capture more potential errors [5]. By using the lower-level, System-Level Simplex Architecture, our design is more robust.

Although currently done manually, we plan to automate the task of creating the bounds on the states where the safety controller should be used, by performing an n-dimensional convex hull construction. Then, the bounds could be automatically created in the Maude-based VHDL from the convex hull, verified by Maude, and translated into a synthesizable VHDL module. All these steps could be done without any user input, reducing the likelihood of errors.

VI. RELATED WORK

Finding finite state abstractions for hybrid automata is a problem of fundamental importance in design and verification of cyberphysical systems. This is because the availability of a bisimilar, finite-state abstraction $B$ for a hybrid system $A$, makes it possible to design and verify $A$ by solving similar problems for $B$. This is desirable because the latter problem can be attacked with powerful model checking tools, such as Maude [11] or SMV [13]. Techniques for abstracting hybrid automata have been sought after since the inception of the field, and it was quickly found that finite-state, bisimilar abstractions may not exist for general hybrid systems [14], [15], [16]. Nevertheless, restricted classes of hybrid automata have been identified for which such abstractions exist and can be algorithmically constructed [17], [18]. Unfortunately, the classes of hybrid automata that arise from the types of vehicular systems we are interested, generally do not fall within these restricted classes.

Apart from bisimulation-based, finite-state abstractions, ordinary simulation-based abstractions have been used [19], [20] for deductive verification of hybrid systems. Most of these techniques involve significant manual work in finding the simulation relation that relates the concrete hybrid automaton $A$ with the (simpler) abstraction $B$.

Several related notions of abstractions based on approximate bisimulation relations have been proposed [21], [22], [23]. One work particularly relevant to our paper [23] shares a similar goal—that of constructing finite abstractions for designing (or synthesizing) controllers with certain properties. One difference, however, is that we work with traditional simulation relations that give a partition of the state space, instead of approximate simulations which give a covering of the continuous state space.

The general problem of synthesizing switching controllers that are correct by construction has been looked at earlier, mostly for linear and piece-wise affine systems [24], [25]. To the best of our knowledge, however, the existing work does not address differential inclusions and periodically-switched controllers.

The Simplex Architecture [2] has previously been used to verify properties of various systems. However, in terms of verifiable Simplex application, previous approaches required determining a Lyapunov function for continuous dynamics, or exhaustively checking a formal model for discrete dynamics [5]. Our approach performs a simulation of the dynamics in an abstract discrete transition system, which does not require finding a Lyapunov function, while still permitting a restricted class of hybrid dynamics. This allows us to prove properties of systems expressible within this class of hybrid automata, which was unavailable previously. The main drawback of our approach, however, is that we may introduce pessimism while constructing a system’s corresponding discrete transition system.

Instead of Simplex, other approaches for improved software robustness can be applied such as N-version programming [26], where multiple versions of software are created independently from the same specification, and the output is obtained through voting. This approach suffers from the lack of statistical independence of programming errors [27], [28], as well as, for a constant amount of development effort, actually being less reliable than focusing on a single version over a wide range of parameter values [2].
VII. CONCLUSIONS

In this paper we have presented a methodology for designing the decision module (or the switching logic) of a Simplex-based supervisory control system using ideas from the theory from hybrid system verification. Specifically, first, a discrete-state abstraction of the different modes of the Simplex hybrid automaton is constructed by overapproximating the dynamics with a discrete transition system. Using a model checker on these discrete transition systems to compute the backwards reachable set from the unsafe set, the guard predicate for switching from the complex controller to the safety controller is obtained. Of course, there is a trade-off between tractability of model checking and the conservativeness of the resulting switching logic. The coarser the discrete abstraction, the faster the model checking step, but also, the more conservative the switching logic (i.e., the safety controller takes over more aggressively). Exploring this trade-off will be the subject of our future investigations.

We have also presented an application of the methodology to a case study in designing the supervisory controller for an autonomous off-road vehicle. In this context, we have discussed faithfully translating the computed switching logic to a hardware description language which can be immediately synthesized and executed on an FPGA. Thus, we have developed a workflow for reliable embedded system design, from a high-level design using hybrid automata abstractions and model checking, to a verified correct and timely implementation in hardware.
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